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Quarterly Status Report

High Performance Distributed Services Technology

HPDST Intelligent Collaboration & Visualization

for the period 01 February 1997 - 30 April 1997
Contract N66001-96-C-8505

CDRL A001

1.0 Purpose of Report

This status report is the quarterly contract deliverable (CDRL A001) which summarizes the effort expended by the University of California/Berkeley team in support of HPDST Intelligent Collaboration & Visualization (IC&V) on Contract N6601-96-C-8508.

2.0 Project Members

UCB/Katz spent:






$5,476

(faculty, graduate students, technical and administrative staff salaries and benefits)

Sub-contractor spent:






xx hours

3.0 Project Description (last modified 09/96)

Our goal is to develop a new system framework that will dramatically advance the state-of-the-art in network-enabled multimedia communications.  This will be accomplished by developing a flexible architecture for managing application-level and data type heterogeneity, conference coordination protocols, and new functionality for distance collaboration.  It is built upon two proven technologies developed by the proposal team: the MBone videoconferencing tools and their underlying applications and network infrastructure (vic for video, vat for audio, and wb for shared whiteboards) and the real-time image and video transcoding "proxies" developed for the DARPA Global Mobile Information Systems Program, providing bandwidth adaptive image representations and video streams across bandwidth-constrained wireless communications links.

4.0 Performance Against Plan

Spending was as planned for this reporting period.

5.0 Major Accomplishments to Date

This section gives a brief summary of the major project accomplishments to date.  Details of the last quarter’s progress are given in Section 11.

· MASH Toolkit.  The core software artifact of the project, comprising a synthesis of the Mbone tools code base with the VuSystem and CMT toolkit architectures.  Provides core media manipulation (i.e., audio, video, whiteboard) as well as a platform for the development of control and coordination protocols (e.g., SCUBA, RTSP, and floor control).
· SRM Middleware.  A set of programmable network components within the MASH Toolkit to build scalable reliable multicast applications.  Version 1 completed.  Version 2, with our new scalable naming protocols, under development.

· MeGa.  A media gateway architecture for mitigating bandwidth heterogeneity through the efficient use of real-time, transcoding proxies.  Exploits the announce/listen metaphor of the Mbone’s lightweight-sessions communication model to achieve high levels of robustness of adaptability.  System has been deployed at large scale over Berkeley’s Network of Workstations (NOW) cluster to provide general transcoding services for campus and Mbone users.

· SCUBA.  A receiver-driven bandwidth allocation scheme that controls disparate sources in a multimedia session (or within a MeGa transcoder) to effectively utilize the available bandwidth within a multicast session.  Integrates user-interest in the feedback process by inferring the user’s preferences through the disposition of the user interface.

· Archive/Annotation.  A system framework within the MASH Toolkit for integrating archive capabilities into a collaborative system.  Protocols and file formats that support flexible archive and playback.  Algorithms for distributed recording of media and control data and integration into a central repository.  Methods for interfacing the archive system both with the Mbone (via the session directory service) and the Web.

· Mediaboard.  A new, enhanced whiteboard tool to explore the integration of the SRM middleware components of the MASH Toolkit into a real application.  Further provides an experimental vehicle to exercise new protocols for the dissemination of active objects in a large-scale multicast session, e.g., to support Java-like representations for animated multimedia content.
· Virtual Room Testbed. A collaboration laboratory consisting of several in-room monitors with co-located cameras, a large LiveBoard display, and computer-controlled audio/video switching.  Used extensively to field the MASH System prototypes and to provide the context for developing new tools to test and evaluate the architectural framework.   In Fall 1997, provided a facility to field a distance-learning experiment with Prof. James Landay’s course on “CSCW Using CSCW”.

6.0
Artifacts Developed During the Past Quarter

· Steven McCanne, Eric Brewer, Randy Katz, Lawrence Rowe, Elan Amir, Yatin Chawathe, Alan Coopersmith, Ketan Mayer-Patel, Suchitra Raman, Angela Schuett, David Simpson, Andrew Swan, Teck-Lee Tung, David Wu, Brian Smith. "Toward a Common Infrastructure for Multimedia-Networking Middleware.”  In Proc. 7th Intl. Workshop on Network and Operating Systems Support for Digital Audio and Video (NOSSDAV 97), Invited Paper.

7.0
Issues

7.1 Open issue with no plan, as yet, for resolution:

7.2 Open issues with plan for resolution:

7.3 Issues resolved:

8.0
Near-term Plan

9.0 Completed Travel

No travel was completed during this period.
10.0
Equipment Purchases and Description

Bay Networks, Fiber Ethernet Switch/Network Management, $5,310

Liveworks, Teleconference System freight charges, $244

PicturePhone Direct, Sony Video Camera, $1,523

ASA Computers, Rack Mounted Microcomputer, $9,216

11.0 Summary of Activity

11.1 Work Focus: 

Active Objects and Prototype Animation

Work has been done on defining the framework for supporting active objects.  We had a first cut implementation of the active objects framework and a prototype animation tool which is the Network Animator.  An animation stream is being represented as a sequence of animation of events.  Each animation event corresponds to an animation object which is active within a certain time period of the animation time.  Active objects are animation specific code segments that perform simple computations and call simple drawing primitives to draw themselves.  Active object operations are required to be idempotent so that important optimizations can be made.  The animation is being distributed over SRM.  The framework makes use of the application level semantics of SRM to make specific optimizations in order to achieve scalability.  To handle new animation types, only the code for the animation objects need to be added.  The framework handles all other aspects of the animation transparently.  We also describe the implementation of the framework and a prototype Network Animation tool built using the framework.

Reliable Multicast Protocol

Reliable multicast promises to solve the problems of a number of newly emerging distributed applications.  A prominent example is so-called "push" technology, which would greatly benefit from multicast to reduce bandwidth requirements, but also needs TCP-like reliability of delivery.  A crucial aspect of the scalability of any protocol that implements reliable multicast is how well its loss recovery mechanisms cope with growing group size and dispersion.  Since losses are inevitable in large and dispersed groups of receivers, loss recovery mechanisms should ideally keep repair traffic to a minimum to limit the extra bandwidth requirements.

Although reliable multicast in general and scalable loss recovery in particular is a popular topic in the research community, there have only been simulation studies of these so far.  We present an experimental study of the loss recovery mechanisms of an existing application, WebCanal, that implements reliable multicast.  The goal of the study was to test the scalability of WebCanal's reliable multicast protocol, LRMP, in a wide-area scenario.  In order to do this in a LAN environment, we deployed a software routing component that emulated a WAN-like topology with WAN-like transmission delays.  The results of the study indicate that loss recovery mechanisms in reliable multicast protocols must limit the scope of repair traffic as well as duplicate repair packets in order to be scalable.  The examined protocol was found lacking in both areas.

11.2
Significant Events:

We have actively pursued industrial collaboration on the MASH project and have established relations with Microsoft, Fuji Xerox, Intel, and Philips. Our goal is to understand what problems industry is already engaged in and how our research prototypes and new technologies complement their existing programs and/or might be ultimately transferred.  We expect representatives from each of these companies to participate in our forthcoming research retreat in June 1997.
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