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Quarterly Status Report

High Performance Distributed Services Technology

HPDST Intelligent Collaboration & Visualization

for the period 01 May 1997 - 31 July 1997

Contract N66001-96-C-8505

CDRL A001

1.0 Purpose of Report

This status report is the quarterly contract deliverable (CDRL A001) which summarizes the effort expended by the University of California/Berkeley team in support of HPDST Intelligent Collaboration & Visualization (IC&V) on Contract N6601-96-C-8508.

2.0 Project Members

UCB/Katz spent:






$58,262

(faculty, graduate students, technical and administrative staff salaries and benefits)

sub-contractor spent:






xx hours

3.0 Project Description (last modified 09/96)

Our goal is to develop a new system framework that will dramatically advance the state-of-the-art in network-enabled multimedia communications.  This will be accomplished by developing a flexible architecture for managing application-level and data type heterogeneity, conference coordination protocols, and new functionality for distance collaboration.  It is built upon two proven technologies developed by the proposal team: the MBone videoconferencing tools and their underlying applications and network infrastructure (vic for video, vat for audio, and wb for shared whiteboards) and the real-time image and video transcoding "proxies" developed for the DARPA Global Mobile Information Systems Program, providing bandwidth adaptive image representations and video streams across bandwidth-constrained wireless communications links.

4.0 Performance Against Plan

Spending was as planned for this reporting period.

5.0 Major Accomplishments to Date

This section gives a brief summary of the major project accomplishments to date.  Details of the last quarter’s progress are given in Section 11.

· MASH Toolkit.

· The MeGa Gateway Architecture and SCUBA control protocol.

· Scalable Reliable Multicast (SRM) Middleware.

· Archive and Annotation prototypes.

· Collaboration Laboratory (CoLab)/Collaboratory Testbed.
6.0 Artifacts Developed During the Past Quarter

· E. Amir, S. McCanne, and R. Katz, Receiver-driven Bandwidth Adaptation for Light-weight Sessions, ACM Multimedia, November 1997, Seattle, WA. (Best student paper award).

· T. Hodes, R. Katz, E. Servan-Schreiber, and L. Rowe, Composable Ad-hoc Mobile Services for Universal Interaction, Proc. of The Third ACM/IEEE International Conference on Mobile Computing Budapest, Hungary, September, 1997. (Best student paper award).

7.0 Issues

7.1 Open issue with no plan, as yet, for resolution:

7.2 Open issues with plan for resolution:

We are making rapid progress on the design and implementation of our collaboration architecture, and expect to release extensive documentation and software over the next year in keeping with the schedule of our original proposal.

A major effort for the next year will be in the integration of the toolkit functionality with the Continuous Media Toolkit (CMT), developed by colleagues at Berkeley and Cornell. CMT complements the MASH toolkit. For example, CMT includes extensive support for video servers, but no support for shared collaboration applications like the MASH MediaBoard.

In terms of the Proxy/Gateway architecture, we expect to deploy a robust and reliable MBone gateway service to support collaborative applications over slow speed and limited capability networks like ISDN and wireless networks. This will be deployed by the end of this calendar year. The architecture will be extended to support layered video formats and scalable bandwidth adaptation through hierarchical aggregation of receiver interest. This will be deployed by Summer 1998.

For the Coordination architecture, the major effort will be the definition of the Coordination Bus API and its refined implementation. Functional enhancements will include integration with the session directory service to allow new capabilities like on-demand multicast sessions triggered by the tools. We will also develop the user interface and associated coordination agents to support briefing room to briefing room collaborations, as well as a refined floor control tool and related protocol. This will be deployed in our virtual room testbed by Summer 1998.

The Scalable Reliable Multicast (SRM) toolkit will be extended with a generalized naming scheme, and a second version of the toolkit will be released. Much has been learned in the early implementation, and the new 
version will have enhanced capabilities, such as adaptive timers and a new "stream navigation" design that separates positioning information from the underlying data. The new release will be used as the foundation for a new webcasting collaborative application. We are planning an alpha code release for late August, for initial friendly user testing and experimentation outside of the immediate research group. This will be followed by a beta release in the Spring. In preparation for external distribution of the toolkit software, a major emphasis will be placed on documenting the architecture, object hierarchy, and various functional components of this element of the architecture as well as the other components.

The Archive architecture, which now exists in primitive form, will be fleshed out and enhanced in a number of directions over the course of the next year. We will develop a standard archive interchange format for RTP (Real Time Protocol) sessions. It will also be integrated with an SDP snoop tool to support automated archiving of MBone sessions. We will develop a web-based interface to the archive for easy browsing and playback. The archive will also be able to take advantage of a second generation of SRM recorder that will be compatible with the Version 2 SRM toolkit, as well as support for layered video formats. We will define an API to allow feature extractors to be integrated with the archive, to assist in developing semantics-based indexes of archived materials.  Simple editing/annotation will also be developed.

Our final task is our collaboration room testbed. We plan to spend the coming year integrating pen-based personal computers into the testbed. We will complete the initial implementation of integrating audio/video switching with the rest of the room infrastructure. Within this context, we will develop new control applets for the video equipment (camera, monitors, VCR, etc.) and new protocols for "discovering" controllable devices within the collaboration environment. These protocols can also form the foundation of new kinds of applications that can adapt and automatically reconfigure themselves within such a rich environment. We will also integrate our first room with other similar rooms being constructed around the CAIRN community, such as at LBL, ISI or UCLA/Hughes. We intend to replicate our existing room to a second room inside Soda Hall. As mentioned above, the initial room and its capabilities will be used for a seminar class on user interfaces, as well as weekly project group meetings and VINT/CAIRN meetings.

7.3 Issues resolved:

8.0 Near-term Plan

9.0 Completed Travel

E. Amir, USC VINT Retreat, Los Angeles,  $104

R. Katz, ACM '97 Conference, Seattle, Washington, $298

S. McCanne, SigCom'97 PC Meeting at Bellcore, Morristown, New Jersey, $1,289

S. McCanne, DARPA Meeting, Arlington, Virginia, $2,051

S. McCanne, IEEE 7th Int'l Workshop, St. Louis/Denver/SFO, $397

10.0
Equipment Purchases and Description

Dell, Microcomputers, $33,451

Liveworks, Interactive Conferencing, $89,700

11.0    
Summary of Activity

11.1  
Work Focus:

MASH Toolkit

As described in earlier progress reports, we have completed a comprehensive restructuring of the software modules that underlie the MBone tools.   The end result is a flexible and easy-to-use multimedia toolkit embodied in the “MASH Shell”.  We continue to enhance this toolkit and build upon it as our research vehicle in almost of projects that fall under the MASH Project umbrella.  An experimental release of this system will be made at end of summer 1997.

In addition, over the past three months, we have completed a port of the MASH tools to the Microsoft Windows platform.  This step is vital to our mission of exploring the scalability of end-to-end multicast transport protocols and multimedia collaboration systems.  Without support for Windows, our system would be beyond the reach of a large number of potential users, and thus, the scale of our deployment experiments would otherwise be limited.  We have created a new development environment for Windows NT and have to made the necessary changes to the MASH code base for operation under NT. Thus far, the tools VAT, VIC, MediaBoard are fully ported and are undergoing testing.  SDR, RSDR, and the MeGa extensions (see below) are partially ported.  This work is especially important as we expect to exercise the software extensively on a number of devices that do not support Unix or are more flexible under a Windows configuration (e.g., Liveboards, pen-based PCs, and wireless laptops).

The MeGa Gateway Architecture

We continue to make fast forward progress on the architecture and implementation of the real-time RTP agent architecture within the context of the MASH shell.  A working prototype called the Media Gateway or MeGa has been implemented and we are now refining and analyzing our control protocols.

One important component of MeGa is a novel control protocol for reflecting receiver interest back to the media sources.  Current Internet multicast conferencing tools treat all sources with equal importance in that they either statically allocate a fixed bandwidth to each source in a session, or they automatically adapt each source’s transmission rate independently of all other sources.  However, not all sources are of equal interest to all receivers.  We believe that to effectively support human-to-human communication this disparity in receiver interest should be reflected in the rate-adaptation process. To bridge this gap, we propose a mechanism called “SCUBA” for enabling rate-adaptation that exploits receiver interest.  SCUBA is orthogonal to, and complements, existing rate-adaptation schemes and can interoperate with either sender- or receiver-directed control systems. To scale the SCUBA protocol with multicast session size, we decouple the receiver-feedback process from the session size through sampling.  This approach introduces a “tuneable” tradeoff between convergence time and accuracy that for large sessions is solely dependent on the control traffic bandwidth. In addition to its straightforward applicability in video conferencing, our control scheme can also be used to manage a local bottleneck link by deploying and controlling media transcoders (e.g., video and audio gateways) to intelligently share the common link. We implemented SCUBA within our video conferencing tool vic and our media gateway rtpgw, and feedback from their preliminary deployment indicates that their efficacy has been greatly enhanced.

Another important development in MeGa has been our integration of the Internet’s Session Description Protocol (SDP) and Session Invitation Protocol (SIP).  Rather than implement new protocols from scratch, we leveraged existing standards and extended them as needed to suit our design goals.  Consequently, we have developed a number of potential improvements to the protocol standards and we intend to propose modifications to reflect our new understanding.

In addition, we are currently enhancing the MeGa architecture to encompass layered media formats.  When used with layered formats, SCUBA enables interesting and flexible management policies for sharing of session bandwidth. In particular, the semantic activity of a conference or collaboration can be reflected across network channels to intelligently apportion available bandwidth.  The scheme can also be used in the local area to manage a local bottleneck link by deploying stream transcoders (e.g., video and audio gateways) and using them to enforce the sharing policy over the shared link.

The SCUBA protocol and its role in the MeGa architecture will be presented at this year’s ACM Multimedia conference.  This paper won the Best Student Paper award from a large pool of high-quality student submissions.

Webcast and “Push” Media

In the last month, we have begun to design and implement a web proxy module for the MASH toolkit as a first step toward a comprehensive architecture for push-media dissemination.  This new development in the project leverages our expertise with the Scalable Reliable Multicast transport protocols to explore large-scale collaboration using HTML and the Web.  The proxy will be run locally to the web browser and distribute HTML documents (and their embedded objects) to collaborative session participants in a scalable manner using reliable multicast.  Towards that end, we have recently been studying related work in webcasting from both industry and academia and are now in the process of solidifying our architecture.  This research effort raises a number of new issues in the design of application-specific multicast protocols.  In particular, we have encountered a number of new protocol primitives that are appropriate for a webcast application but have not yet been developed in any other existing network protocol.  In the next three months, we will complete the first version of the design of a new reliable multicast protocol tailored for push-based media and webcast, and in the next six months, complete the implementation of a web proxy based on MASH that implements our new protocol. 

Active Objects and Prototype Animation

Work has been done on defining the framework for supporting active objects.  We had a first cut implementation of the active objects framework and a prototype animation tool which is the Network Animator.  An animation stream is represented as a sequence of animation of events where each animation event corresponds to an animation object that is active within a certain time period of the animation time.  Active objects are animation specific code segments that perform simple computations and call simple drawing primitives to draw themselves.  Active object operations are required to be idempotent so that important optimizations can be made.  The animation is being distributed over SRM.  The framework makes use of the application level semantics of SRM to make specific optimizations in order to achieve scalability.  To handle new animation types, only the code for the animation objects need to be added.  The framework handles all other aspects of the animation transparently.  We also describe the implementation of the framework and a prototype Network Animation tool built using the framework.

Scalable Reliable Multicast (SRM) Protocol

Reliable multicast promises to solve the problems of a number of newly emerging distributed applications.  A prominent example is so-called "push" technology, which would greatly benefit from multicast to reduce bandwidth requirements, but also needs TCP-like reliability of delivery.  A crucial aspect of the scalability of any protocol that implements reliable multicast is how well its loss recovery mechanisms cope with growing group size and dispersion.  Since losses are inevitable in large and dispersed groups of receivers, loss recovery mechanisms should ideally keep repair traffic to a minimum to limit the extra bandwidth requirements.

Although reliable multicast in general, and scalable loss recovery in particular, is a popular topic  in the research community, there have only been simulation studies of these so far.  We present an experimental study of the loss recovery mechanisms of an existing application, WebCanal, that implements reliable multicast. The goal of the study was to test the scalability of WebCanal's reliable multicast protocol, LRMP, in a wide-area scenario.  In order to do this in a LAN environment, we deployed a software routing component that emulated a WAN-like topology with WAN-like transmission delays.  The results of the study indicate that loss recovery mechanisms in reliable multicast protocols must limit the scope of repair traffic as well as duplicate repair packets in order to be scalable.  The examined protocol was found lacking in both areas.

A preliminary design of the architecture has been completed, and we developed our Scalable Reliable Multicast (SRM) framework and the user interface simultaneously. We are using C++ to implement SRM, and Tcl/Tk for the user interface. We are also exploring the consequences of using object-oriented Tcl for scripting the user interface.

A prototype for an application-independent "Scalable Reliable Multicast" (SRM) toolkit was implemented and demonstrated using "mediaboard", our new whiteboard-like application that includes (or will include) animated objects, embedded video, web hyperlinks, and so forth. Based on the lessons learned from this prototype, we are developing a refined SRM toolkit that will better reflect application semantics into a given instance of its reliable multicast protocol. We have also designed a scalable state-announcement algorithm that allows SRM session participants to efficiently learn the name-space structure of a given source's data in an SRM session. Our scheme allows each source to name its data in a flexible and unrestricted fashion. This data-naming problem was previously unsolved for SRM-like reliable multicast protocols.

Scaling Behavior of Reliable Multicast Protocols: To complement our protocol implementation and design efforts, we continue to gain ground in our analytic and theoretical understanding of reliable multicast protocols.  This summer we studied the asymptotic scaling properties of SRM and its variants using a combination of analysis and simulation.  One of the difficulties in scaling studies using simulation is that simulators often do not scale to extremely large input sizes.  We extended the network simulator ns for session-level simulations that scale to extremely large session sizes on the order of 100,000 members. 

We model the performance of the SRM timer algorithms and study the effect of various parameters such as algorithm constants, RTT estimation, and distribution of back-off timers on the scaling behavior of SRM under very simple scaling scenarios.  Based on these observations, we propose enhancements to the algorithm that improve its scaling behavior. 

In addition, we have embarked on a study of techniques for local recovery in reliable multicast.  These new mechanisms exploit a new multicast forwarding service that we propose called the “sub-tree multicast forwarding service” or subcasts.  With subcasts, loss recovery can be intelligently localized in a fashion that exploits the underlying network topology to enhance the scalability of reliable multicast.  We are refining a protocol for subcast-based local recovery and plan to present new results at our project research retreat this winter.

Archive and Annotation

We are in the process of formalizing and refining our API for the archival sub-system. The new API uses a cleaner "Logical Time System" mechanism for playback.  All playback tools hook up to a "logical" time-line object, which controls the playback of the individual streams.  SRM archive tools have been updated to use the new API.  The update to the RTP archival API is in progress.  In addition, we are now exercising the archive system regularly to store our weekly group research meetings.

Media Codecs and Layered Video

We have developed collaborative ties with a complementary research project that is exploring the problem of dynamic media codec synthesis and optimization.  This research effort leverages just-in-time compilation strategies of Java byte-code translators to enable the use of arbitrary coding formats by receivers that have no priori knowledge of the particular codec.  We have developed a preliminary research plan and strategy for leveraging the MASH architecture in this work.

In addition, we have realigned our project goals to integrate layered video and layered media formats in general in all of our system components, including for example, the archive system , the MeGa transcoder architecture, and the core video delivery and processing applications (e.g., vic).  A consequence of our initial design work for layered media was the discovery of a number of shortcomings in existing Internet multimedia standards.  Because layered media formats are not widely deployed, present standards overlook many important issues that must be addresses to enable hierarchical communication of layered signals.

Collaboration Laboratory (CoLab)/Collaboratory Testbed

We have completed the primary tasks for assembling our Collaboration Laboratory (CoLab) which houses such items as a Liveworks Liveboard tracking camera for long distance learning environments, a rack of collaborative PCs for real-time audio/video media processing and compression, pen-based PCs, and a Gateway Destination PC (model D5-200) for groupwise computing and collaboration.

Most of the equipment for our collaboratory testbed is now on premises and installed. The room is functioning to a level that allows us to carry out basic collaboration experiments and MBone-style conferencing. We conduct our research meetings in the collaboratory and recently hosted a retreat of the VINT project at UCB (a DARPA sponsored effort on network simulation) and used our facilities to bring the remote participants into the room. We have architected the wiring plant and component configuration so that every computer-controllable hardware device can be flexibly interfaced to and manipulated by our software-based coordination agents.  Preliminary software has been written to control of the devices in the room via RS-232 serial lines and Infrared control signals.  An architecture for defining, publishing, and exporting the arbitrary services that are available in some “physical plant” like our CoLab has been proposed and designed by our team.  The architecture is described in a paper to be presented at this year’s MOBICOM conference.  As with the SCUBA paper, this paper won the Best Student Paper award.

We plan to use the room extensively throughout the fall for collaborative experiments. In addition to our regular use of the infrastructure for our weekly MASH group meetings in 326 Soda, this fall, Prof. James Landay will teach one of our university courses and use the MASH infrastructure as the content delivery vehicle.  The course subject is computer-supported collaborative work (CSCW) and the MASH infrastructure itself is a natural topic of study.  In effect, Landay will teach CSCW with CSCW.  Throughout the delivery of the course, we plan to study our system in action, hold weekly briefings on the tools’ successes and failures, and evolve the design and implementation of our system based on feedback from its actual use.


11.2
Significant Events:

We continue to have discussions with major networking and computer companies to identify opportunities for technology transfer. These include Sun Microsystems, Microsoft, Intel, Xerox, and 3COM. We also intend to pursue smaller, more entrepreneurial companies working on multimedia systems, such as Precept. Many of these companies are located in the Bay Area, enhancing close collaboration.

In addition to direct discussions with companies, we are fully engaged in the Internet Research and Engineering community processes. This is a very important way that our research results can be translated into standards that find their way into next generation commercial products. Because of the advanced nature of our work, many of the developments are too early for IETF standardization. For example, reliable multicast is considered by the IETF to be an open research problem. Rather than perform research within the IETF, the Internet research community has established a research group on reliable multicast within the Internet Research Task Force (IRTF). We have been actively involved in the formation and chartering of this IRTF research group and expect to be actively involved in its technical agenda.  It is likely this will feed into the normal Internet standardization process and eventually lead to a IETF standard for reliable multicast within the next few years.

FINANCIAL INFORMATION:

Contract #: N66001-96-C-8508

Contract Period of Performance:  7/19/96-7/18/99
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