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Quarterly Status Report

High Performance Distributed Services Technology

HPDST Intelligent Collaboration & Visualization

for the period 01 August 1997 - 31 October 1997

Contract N66001-96-C-8505

CDRL A001

1.0 Purpose of Report

This status report is the quarterly contract deliverable (CDRL A001) which summarizes the effort expended by the University of California/Berkeley team in support of HPDST Intelligent Collaboration & Visualization (IC&V) on Contract N6601-96-C-8508.

2.0 Project Members

UCB/Katz spent:






$83,289

(faculty, graduate students, technical and administrative staff salaries and benefits)

sub-contractor spent:






xx hours

3.0 Project Description (last modified 09/96)

Our goal is to develop a new system framework that will dramatically advance the state-of-the-art in network-enabled multimedia communications.  This will be accomplished by developing a flexible architecture for managing application-level and data type heterogeneity, conference coordination protocols, and new functionality for distance collaboration.  This architecture is built upon two proven technologies developed by the proposal team: the MBone videoconferencing tools and their underlying applications and network infrastructure (vic for video, vat for audio, and wb for shared whiteboards) and the real-time image and video transcoding "proxies" developed for the DARPA Global Mobile Information Systems Program, providing bandwidth adaptive image representations and video streams across bandwidth-constrained wireless communications links.

4.0 Performance Against Plan

Spending was as planned for this reporting period.

5.0 Major Accomplishments to Date

This section gives a brief summary of the major project accomplishments to date.  Details of the last quarter’s progress are given in Section 11.

· MASH Toolkit.  The core software artifact of the project, comprising a synthesis of the Mbone tools code base with the VuSystem and CMT toolkit architectures.  Provides core media manipulation (i.e., audio, video, whiteboard) as well as a platform for the development of control and coordination protocols (e.g., SCUBA, RTSP, and floor control).
· SRM Middleware.  A set of programmable network components within the MASH Toolkit to build scalable reliable multicast applications.  Version 1 completed.  Version 2, with our new scalable naming protocols, under development.

· MeGa.  A media gateway architecture for mitigating bandwidth heterogeneity through the efficient use of real-time, transcoding proxies.  Exploits the announce/listen metaphor of the Mbone’s lightweight-sessions communication model to achieve high levels of robustness of adaptability.  System has been deployed at large scale over Berkeley’s Network of Workstations (NOW) cluster to provide general transcoding services for campus and Mbone users.

· SCUBA.  A receiver-driven bandwidth allocation scheme that controls disparate sources in a multimedia session (or within a MeGa transcoder) to effectively utilize the available bandwidth within a multicast session.  Integrates user-interest in the feedback process by inferring the user’s preferences through the disposition of the user interface.

· Archive/Annotation.  A system framework within the MASH Toolkit for integrating archive capabilities into a collaborative system.  Protocols and file formats that support flexible archive and playback.  Algorithms for distributed recording of media and control data and integration into a central repository.  Methods for interfacing the archive system both with the Mbone (via the session directory service) and the Web.

· Mediaboard.  A new, enhanced whiteboard tool to explore the integration of the SRM middleware components of the MASH Toolkit into a real application.  Further provides an experimental vehicle to exercise new protocols for the dissemination of active objects in a large-scale multicast session, e.g., to support Java-like representations for animated multimedia content.
· Virtual Room Testbed. A collaboration laboratory consisting of several in-room monitors with co-located cameras, a large LiveBoard display, and computer-controlled audio/video switching.  Used extensively to field the MASH System prototypes and to provide the context for developing new tools to test and evaluate the architectural framework.   In Fall 1997, provided a facility to field a distance-learning experiment with Prof. James Landay’s course on “CSCW Using CSCW”.

6.0 Artifacts Developed During the Past Quarter

· Experimental alpha-release of MASH Toolkit to project collaborators.

· E. Amir, S. McCanne, and R. Katz, Receiver-driven Bandwidth Adaptation for Light-weight Sessions, ACM Multimedia, November 1997, Seattle, WA. (Best student paper award)

· T. Hodes, R. Katz, E. Servan-Schreiber, and L. Rowe, Composable Ad-hoc Mobile Services for Universal Interaction, Proc. of The Third ACM/IEEE International Conference on Mobile Computing Budapest, Hungary, September, 1997. (Best student paper award)

7.0 Issues

7.1 Open issue with no plan, as yet, for resolution:

7.2 Open issues with plan for resolution:

7.3 Issues resolved:

8.0 Near-term Plan

9.0 Completed Travel

No travel was completed during this period.

10.0 Equipment Purchases and Description

Liveworks, Interactive Conferencing, $154

MegaNetworks, ThinkPads w/upgrades, $15,452

11.0 Summary of Activity

11.1 Work Focus

MASH Toolkit
As described in earlier progress reports, we have completed a comprehensive restructuring of the software modules that underlie the MBone tools.   The end result is a flexible and easy-to-use multimedia toolkit embodied in the “MASH Shell”.  We continue to enhance this toolkit and build upon it as our research vehicle in almost of projects that fall under the MASH Project umbrella.  We have distributed a preliminary, alpha-release of the toolkit source code to collaborators, including the researchers at SRI and MIT Lincoln labs who have integrated Fortezza security support.  We plan to complete an experimental release of this system for wider, public distribution by the January research retreat.

During the Fall semester, we used our system heavily to support the U.C. Berkeley graduate CSCW course taught by Prof. James Landay.  We have been compiling the MASH tools in six different platforms (Windows, Linux, FreeBSD, Solaris, HP-UX, and SGI IRIX), and issuing ongoing binary releases every two weeks or so as we make rapid progress on the system.  The deployment of the system in a real operational setting like this classroom has proved to be an invaluable experiment, as it has provided key feedback from the participants as well as a well-defined, time-critical goal for deploying the system.

The class is conducted from the Collaboration Laboratory, where multiple video streams, audio, and MediaBoard (operated from the LiveBoard) data are bridged to the remote participants using the MASH system. We use new prototypes of MASH control tools to manipulate the cameras remotely, switch between TV monitors in the room, and so forth.  Several participants frequently join the classroom collaboration from home across their ISDN lines, exercising our system’s ability to accommodate highly heterogeneous end-user bandwidths.  In this case, home users interact with a special set of tools that automatically launch and configure bandwidth-adaptive proxies in a transparent fashion.  The system imposes no extra burden on these remote users, as all of the proxy support has been integrated into the tools in a user-transparent manner.

To track the bug fixes and enhancements that Sun continues to apply to the Tcl toolkit (upon which MASH is based), we integrated the latest version of Tcl into the MASH core.  This newer version employs just-in-time byte compilation of Tcl scripts for enhanced performance.

Finally, we have recently created a stand-alone variant of the mash interpreter

(called “smash”) without the otherwise necessary user-interface element.  This version of the toolkit interpreter allows us to create autonomous control agents that respond to actions over the network and thus do not need (and more importantly cannot have) a user-interface.  “smash” has been used to prototype a number of new tools, including the control agents that comprise the MeGa gateway service and our new control architecture for the computer-controlled devices in the collaboration laboratory.

The MeGa Gateway Architecture

We continue to make rapid progress on the architecture and implementation of the real-time RTP agent architecture within the context of the MASH shell.  A working prototype called the Media Gateway or MeGa has been implemented and we are now refining and analyzing our control protocols.

In previous quarterly reports, we detailed the progress made on the scalable, receiver-driven bandwidth allocation scheme (SCUBA) for utilizing receiver interest to control the bit-rate of sources in a multicast session (or to control transcoders in a MeGa proxy).  More recently, we have focused on the design, implementation, and deployment of a robust infrastructure for launching, configuring, controlling, and maintaining transcoders within the MeGa media transcoding service.

One key design goal in the development of MeGa was to maintain compatibility with the Internet’s Session Description Protocol (SDP) and Session Invitation Protocol (SIP).  Rather than implement new protocols from scratch, we leveraged existing standards and extended them as needed to suit our design goals.  Consequently, we have developed a number of potential improvements to the protocol standards and we intend to propose modifications to reflect our new understanding.

In addition, we are currently enhancing the MeGa architecture to encompass layered media formats.  When used with layered formats, SCUBA enables interesting and flexible management policies for sharing of session bandwidth. In particular, the semantic activity of a conference or collaboration can be reflected across network channels to intelligently apportion available bandwidth.  The scheme can also be used in the local area to manage a local bottleneck link by deploying stream transcoders (e.g., video and audio gateways) and using them to enforce the sharing policy over the shared link.

The MeGa system has been deployed on the Berkeley Network of Workstations (NOW) cluster as has been offered as a service to low-bandwidth users to transcode Landay’s CSCW course as well as other important Mbone meetings and conferences.  The use of  the MeGa service by a real set of users (i.e., faculty and students at home who use ISDN) has provided invaluable feedback for the design the MeGa system and its (relatively transparent) user-interface.

MediaBoard
As an outcome of the CSCW course experiment, we recognized the critical need to provide enhanced awareness of the remote participants within the MediaBoard user interface.  To this end, we are extending MediaBoard with (1) explicit visual cues to help users identify the person responsible for making changes, (2) new mechanisms to help participants figure out what other participants are currently viewing, and (3) the ability to bind one participant’s tool to another’s view.  Also, we plan to add support for user defined object types like animations that will enable richer presentations. In addition, we would like to enable users to track progress of a collaboration session using navigation controls much like the forward and reverse controls of a VCR. This would help late comers figure out what happened during the session. By interfacing that functionality with the MASH archival system, users will be able to do synchronous playback of video, audio, and MediaBoard streams. We believe this will greatly improve the value of archived collaboration sessions. 

Integrated User Interface

The MASH toolkit is structured to offer flexible, reusable, modular components, which can be used to construct multicast-based collaborative multimedia applications, e.g., vic for video, vat for video, and mediaboard for shared drawing and annotation.  Unfortunately, each of these applications runs stand-alone behind its own unique user interface and session participants using the MASH toolkit must start up and control each of these applications individually.  The attention required to manage each instance of each tool and its associated windows individually is likely to distract the user from the session content.  The existence of multiple disparate interfaces may also discourage the user from exploring the available features or configuring individual preferences.   

In order to overcome some of the difficulties associated with managing multiple tools and to enable a remote participant to more easily follow the activity within a session, we have developed a single integrated user interface to the MASH tools with UI elements tailored for the collaborative nature of the classroom setting.  With a consolidated interface, the application is more easilty tuned for and tailored to the domain in which it, making it a more effective instrument for focusing on the content of a multimedia session.  To date, we have developed a preliminary prototype of the integrated user-interface and we are presently refining its design and intend to study its use in the CSCW class.

Archive and Annotation

We have been focusing our work on several fronts.  In particular, we have been actively using our “player” and “recorder” tools and this use feeds into our refinement efforts.  Likewise, we have recently begun the design and implementation of our archive server.

The player and recorder tools were re-written this summer to provide a better user interface, and cleaner API.  The tools have been used to record "CSCW using CSCW" classes each week this Fall semester, contributing a variety of new content to our ever-growing archive repository.  Students from the class use the player to catch up on missed sessions, and to review.  We have also continued to record a variety of other MBone sessions, including the Berkeley Multimedia and Graphics Seminar, and the MASH group weekly meeting.  With a variety of people using the tools, we have been able to debug the player and recorder more completely.  We have also been using this experience to design improved file formats, including formats for recording control information.  This will allow indexing on a wider variety of events.

We have also made progress on a client-server implementation of the archive system.  This will allow netscape plugin clients to request and control playback of sessions.  We are using and evaluating the RTSP (Real Time Streaming Protocol) for playback control.  The server will run on machines provided by the Tertiary Disk project which features about 100GB of attached disks.  We expect an initial prototype of this system to be finished in November.
MASHCast

In the last quarter, we have begun to design and implement a web proxy module for the MASH toolkit as a first step toward a comprehensive architecture for push-media dissemination.  This new development in the project leverages our expertise with the Scalable Reliable Multicast transport protocols to explore large-scale collaboration using HTML and the Web.  The proxy will be run locally to the web browser and distribute HTML documents (and their embedded objects) to collaborative session participants in a scalable manner using reliable multicast.  Towards that end, we have recently been studying related work in webcasting from both industry and academia and are now in the process of solidifying our architecture.  This research effort raises a number of new issues in the design of application-specific multicast protocols.  In particular, we have encountered a number of new protocol primitives that are appropriate for a webcast application but have not yet been developed in any other existing network protocol.  In the next three months, we will complete the first version of the design of a new reliable multicast protocol tailored for push-based media and webcast, and in the next six months, complete the implementation of a web proxy based on MASH that implements our new protocol.  We expect to assemble a working prototype called “MASHCast” to be completed for a demonstration at the January 1998 research retreat.

Generalized Data Naming and Scalable State Announcement for SRM
Traditional ARQ-based reliable protocols for unicast (e.g., TCP) as well as multicast (e.g., Horus, RMTP, etc.) use sequential numbering of data units and detect losses from discontinuities in the sequence of received packets. The Application Level Framing (ALF) model encourages application control over loss-detection and recovery. With sequence numbers, the application must express its partial reliability requirements using sub-sequences of  the sequence space. This is both cumbersome and restrictive for applications that have no a priori knowledge of the data stream. Distributed whiteboard applications, webcast, and file system multicasting are some examples of applications where data is continuously generated and receivers cannot predict which sub-sequences must be received reliably. 

In the context of receiver-driven reliable multicast protocols (e.g., Scalable, Reliable Multicast (SRM) protocol, the assumption that session data exists with at least one member of the session at any given time requires an unlimited amount of transport layer buffering. The ALF model pushes this responsibility to the application and the transport protocol can query the application, using upcalls, to retrieve the missing data. In order to enable application participation via upcalls, there is a need for a common syntax that both the application and the transport understand. The original proponents of SRM identified this problem and suggested the notion of a framework for receiver-reliable multicast, but do not describe mechanisms to achieve this. 

In the MASH project, we have proposed a hierarchical data naming scheme which enhances the “expressibility” of an application's reliability and ordering requirements. We apply the new data naming scheme to build a framework for light-weight Scalable, Reliable Multicast (SRM) sessions, and develop a State Announcement Protocol (SAP) for loss detection. Using simulations, we study the scaling behavior of SAP and show that the protocol scales well for large group sizes.  We also suggest heuristics for certain classes of applications that improve the convergence times and message complexity of the protocol. 

Asymptotic Behavior of Global Recovery in Scalable, Reliable Multicast.

The development and deployment of a large-scale, wide-area multicast infrastructure in the Internet has enabled a new family of multi-party, collaborative applications. Several of these applications, such as multimedia slide shows, shared whiteboards, and large-scale multi-player games, require reliable multicast transport, yet the underlying multicast infrastructure provides only a best-effort delivery service. A difficult challenge in the design of efficient protocols that provide reliable service on top of the best-effort IP multicast service is to maintain acceptable performance as the protocol scales to very large session sizes distributed across the wide area.  The Scalable, Reliable Multicast (SRM) protocol is a receiver-driven negative acknowledgment-based (NACK-based) reliable multicast protocol that uses randomized timers to limit the amount of protocol overhead in the face of large multicast groups, but the behavior of SRM at extremely large scales is not well-understood.

We have developed analysis and conducted simulation to investigate the scaling behavior of global loss recovery in SRM. We study the protocol's control-traffic overhead as a function of group size for various topologies and protocol parameters, on a set of simple, representative topologies --- the cone (a variant of a clique), the linear chain, and the binary tree. Our preliminary results show that this overhead, as a function of group size, depends strongly on the topology: for the cone, it is always linear; for the linear chain, it is between constant and logarithmic; and for the tree, it is between constant and linear.

More generally, we find that in topologies where deterministic suppression is effective in reducing the number of duplicate NACKs, asymptotic scaling tends to a constant. For topologies in which randomized suppression is mainly responsible for eliminating duplicates, asymptotic scaling is not constant, e.g., in the cone topology control traffic grows linearly.

We show that there is a rich parameter space in the SRM protocol and that the best asymptotic scaling performance is sensitive to the choice of these parameters. We expect our results to be useful in obtaining a better understanding of the reasons for SRM's scaling properties in different situations, and in aiding the design and analysis of future modifications to SRM and similar protocols that use multicast transmission and suppression.

11.2
Significant Events:

· Deployment of MASH prototypes in U.C. Berkeley CSCW class.
· Alpha release of MASH Toolkit to research collaborators.
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