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“Big Data” Changes Everything...What about Science?
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Transforming Science: Finding Data
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Scientific Workflow Today
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Scientific Workflow envisioned

compare

Beamline
User

Simulation & Analysis Framework

Gateway
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2031:

a science odyssey




Life of a Scientist in 2031

* No personal/departmental computers

e Users don’t login to HPC Facilities

* Travel replaced by telepresence

* Lecturers teach millions of students

* Theorems proven by online communities

* Laboratory work is outsourced

* Experimental facilities are used remotely

* All scientific data is open

* Big science and team science democratized



Extreme Data Science




Goal: To enable new modes of scientific discovery

New math, stat, CS
algorithms are both
necessary and enabling

DOE/SC has a particular
challenge due to their
user facilities and
technology trends

Multi-modal analysis;
re-analysis; pose and
validate models
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Data in Astrophysics: The Challenge is Systematics

Graphical
models

Machine
Learning

New simulation models
and AMR code (Nyx)

Crowd Example: Astrophysicists discover
sourced early nearby supernova
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Identify Phenomenon using Machine Learning

« TECA Toolkit today

- Automatic detection of cyclones,
atmospheric rivers, and more

- Analysis time years to minutes
Detected

cyclones

« Climate Analysis in 2031
- Machine learning for all events
- Automatic metadata generation
- Fusion of simulations,

sensors, etc.
- Real-time analysis
and response

Atmospheric
Rivers
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Filtering, De-Noise and Curating Data
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AmeriFlux & FLUXNET: 750
users access carbon sensor data
from 960 carbon flux data years

Arno Penzias and Robert Wilson discover
Cosmic Microwave Background in 1965



Re-Use and Re-Analyze Previously Collected Data

* Materials Genome Initative
— Materials Project: 4500 users 18 months!

— Scientific American “World Changing Idea”
of 2013 — what about 20317

Unbounded computing
requirements for
simulation and analysis



Multi-modal analysis of Brain Connectivity

Analyze brain connectivity at multiple scales:
From cells and regions to complex neural circuits.

Brain Connectivity Graphs: Jesse Brown, Bill Seely (UCSF)

* Improve understanding of brain pathology.
* Enable personalized treatment options.



Science Data is Big (and Growing)



Cost per Genome
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Light Sources — It’s Not Just Genomics

Data Drivers:

Light Source Brightness
and Detection Systems
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Data Growth is Outpacing Computing Growth

Projected Data Rates Relative to 2010
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“Big Data” Challenges in Science
Volume, velocity, variety, and veracity




High end computing has focused on simulation
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Data analysis is equally important in Science

Growth in Sequencers,
CCDs, sensors, etc.

22



Are there Computer Science Research
Challenges?



Network as lrfrastructure Instrument
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Software-Defined Networks
* Infrastructure: black box with complex internals

. ESnet, Infinera, and Brocade
* Instrument: fast, adaptive, programmable demo transport SDN



Data structures, Algorithms, and Speed

Finding & tracklng of combustion flame fronts
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* Fastbit & Fastquery

— specialized compression and object-level search

— bitmap indexing methods

— Theoretically optimal and 10x-100x faster in practice



Scientific Workflows

e

Application
"LightSrc-1"

nght.Src Base Tigres
Domain
templates
templates

Application
"LightSrc-2"

N

* Tigres: Design templates for
scientific workflows

— Explicitly support Sequence,
Parallel, Split, Merge

* Fireworks: High Throughput
job scheduler

— Runs on HPC systems

equence
Task2

Salit

L. Ramakrishnan, V. Hendrix, D.
Gunter, G.Pastorello, R. Rodriguez, A.
Essari, D. Agarwal



Trade-offs in Utilization vs Response Time

* 95% utilization, but the users wait
* Real-time analysis on streams
* Interactive access to data



Analytics vs. Simulation Kernels:

Basic statistics
Generalized N-Body
Graph-theory
Linear algebra
Optimizations
Integrations
Alignment

Monte Carlo methods
Particle methods
Unstructured meshes
Dense Linear Algebra
Sparse Linear Algebra
Spectral methods
Structured Meshes




57 CAMERA leverages state-of-the-art mathematics to
ﬁ@ transform experimental data into understanding

X-ray scattering
data analysis

HipGISAXS 400-1500x
faster analysis for X-
ray scattering data

Now: Nonlinear
optimization, genetic
algorithms, pattern
recognition w/ noise

Micro-CT Sample
Analysis

Quant-CT provides
automated
quantitative analysis

Now: 3D image
segmentation,
pattern recognition,
classification
algorithms, PDE- and
graph-based analysis

X-ray Nano-
Crystallographic
Reconstruction

Indexing ambiguity
resolved [PNAS13]

Now: Image
orientation, find
crystal shape/size;
address orientation
ambiguities; data
variance reduction

Designing New
Materials

Designed record-
breaking high-surface
area materials

Now: 3D porous
polymer model
assembly;

Zeo++ porosity
characterization ;
Optimal high-
performing material
designs




Programming Challenge? Science Problems Fit Across
the “Irregularity” Spectrum

Massive All-to-All
Independent Neighbor Simulations access, large
Jobs for Simulations data Analysis
Analysis and
Simulations

... often they fit in multiple categories



The Programming Answer is Obvious...

More Regular More Irregular

Message Passing Programming Global Address Space Programming

Divide up domain in pieces Each start computing
Compute one piece Grab whatever / whenever
Send/Receive data from others

MPI, and many libraries UPC, CAF, X10, Chapel, GlobalArrays



Partitioned Global Address Space for Convenience
and Performance

PGAS: Partitioned Global Address Space

Global address space: directly read/write remote data
Partitioned: data is designated as local or global
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Programming Models for Analytics

Strong Scaling of Meraculous Assember in UPC

 Computational Biologists buy large shared memory
machines to assemble genomes

* For many problems (including metagenomics) these
are not large enough

Work by Evangelos Georganas, Jarrod Chapmanz, Khaled Ibrahim, Daniel Rokhsar, Leonid Oliker, and Katherine Yelick



Communication Avoiding Algorithms on Sparse
Matrices (aka Graphs)

For implicit memory
management (caches)
uses a TSP algorithm for
layout

Joint work with Jim Demmel, Mark
Hoemman, Marghoob Mohiyuddin

Can do better: 1 matrix read, multiple multiplies
* Serial: O(1) moves of data moves vs. O(k)
* Parallel: O(log p) messages vs. O(k log p)
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Multi-Step (Akx) Runs at Faster Speed than Simpler (Ax)
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Jim Demmel, Mark Hoemmen, Blarghoob Mohiyuddin, Kathy Yelick



Matrix Powers Kernel (and TSQR) in GMRES
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— Original GMRES
Aas CA-GMRES (Monomial basis)
009 CA-GMRES (Newton basis)

400 600
lteration count




Communication-Avoiding
Krylov Method (GMRES)

Performance on 8 core Clovertown

or all test matrices,

usmg 8 threads and restart length 60
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Block Gram-
Schmidt

Small dense
operations
Sparse matrix-
vector product

Modified
Gram-Schmidt

=
w

2 7, P
SM

—
S -
eH
g
£ —
=
cg8
30 2.0
g -
>
R
-
@ c
F =
=

=
=

o
wn

o
(=)

cant 1d3pt
Sparse matrix name

shipsec




owards Communication-Avoiding Compilers

2.5D MM on BG/P (n=65,536)

2.5D Broadcast-MM —+—
2.5D Cannon-MM —¢—

2D MM (Cannon) —¥—
ScaLAPACK PDGEMM —8B—

Percentage of machine peak

#nodes

Matrix Multiplication code has a 3D iteration space
Each point in the space is a constant computation (*/+)

for i, for j, for k

These are not just “avoiding,” they are “communication-optimal”
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Technology for Scientific Data

Compute Intensive Data Intensive

On-Package
DRAM
Capacity Memory

On-node-Storage

In-Rack Storage

Global Shared
Disk
Off-System
Network




Scientific Data Initiative at Berkeley Lab
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computer science,
interdisciplinary team science, networking, software engineering
and our new infrastructure to enable nhew modes of inquiry and
discovery from scientific data sets
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